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Abstract

Introduction: Recurrent Neural Networks are useful
tools for the prediction and classification of ECG prob-
lems. The most commonly used network for such a solution
is Long Short-Term Memory (LSTM) architecture. This
study aims to assess if another state-of-the-art solution,
Neural Basis Expansion Analysis for Interpretable Time
Series (N-BEATS), can be adopted to diagnose the same
cardiac problems. In addition, a comparison is conducted
for a different number of electrocardiogram leads.

Methods: Two architectures were tested for perfor-
mance and dimension reduction problems, both in variants
consisting of blended branches, allowing retaining accu-
racy while reducing the computational capacity needed.

Results: Our team’s (WEAIT) entry was scored incor-
rectly due to unexpected formatting in outputs, hence only
results from cross-validation are presented. LSTM out-
performs N-BEATS in terms of multi-label classification,
data set resilience, and obtained challenge metrics. Still,
N-BEATS can obtain acceptable results and outperforms
LSTM in terms of complexity and speed.

Conclusions: This paper features a novel approach of
using the N-BEATS, which was previously used only for
forecasting, to classify ECG signals with success. While
N-BEATS multi-label classification capacity is lower than
LSTM, its speed allows it to be used on wearable devices.

1. Introduction

Cardiovascular diseases (CVDs) are still one of the most
common causes of death globally. An electrocardiogram
(ECQG) signal representing the heart’s electrical activity is
widely used to detect and classify cardiac arrhythmias. De-
tection can be done by visual inspection of ECG wave-
form, but as at early stages, they occasionally occur, con-
tinuous monitoring by wearable devices is used.

Three leading solutions are used: offline processing of
stored signals, remote processing on cloud servers, and lo-
cal execution on a wearable device. The first solution is
the oldest and allows easy classification using the whole
dataset but cannot be done for real-time detection. The sec-
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ond solution is now increasingly common, allowing to use
of the power of cloud computing, but raises privacy issues.
The final solution allows non-stop operation and real-time
detection, regardless of network coverage. The main prob-
lem with such a solution is that the automatic ECG classi-
fication algorithm needs to be lightweight while retaining
accuracy. This paper, pursues a solution that works both on
server processors, GPU units, and low-powered processors
on wearable devices.

Before, algorithms based on morphological features
and classical signal processing techniques were used.
However, fixed solutions proved insufficient due to the
ECG waveform’s morphological characteristics variance
between patients and circumstances of measurement [1]
Due to that, deep-learning-based algorithms using recur-
rent neural networks (RNNs) and convolutional neural net-
works (CNNs) were introduced [1-4]. ECG prediction
and classification are based on the problem of analysis of
time-series, where the most commonly used classifier is
the Long Storm-term Memory (LSTM) network, the same
network was used as a basis for this study. 2020 Phys-
ioNet/ Computing in Cardiology Challenge also showed
that the most common solutions used for 12-lead clas-
sification were also CNNs and RNNs [5]. Neural Ba-
sis Expansion Analysis for Interpretable Time Series (N-
BEATS)[6, 7] is one of the newest RNNs, used for fore-
casting time series.

The article features a version of the LSTM algorithm
based on [8], consisting of additional wavelet analysis and
merged predictions from smaller models to lower the com-
putational cost. N-BEATS network was modified in the
same way, with added two blended sub-networks, wavelet
analysis. Furthermore, it was adapted into a multi-label
classifier.

This study is a result of participation in PhysioNet Chal-
lenge 2021 [9] and it aims to assess if N-BEATS can be
utilized to diagnose cardiac problems as commonly used
LSTM. In addition, a performance comparison is con-
ducted for a different number of electrocardiogram leads,
as obtaining the same accuracy with a reduced number of
leads allows for arrhythmias detection and classification
while using off-the-shelf wearable devices (Holter moni-
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Figure 1. Model of N-BEATS network.

tors, sport bands, etc.).

2. Methods

Time series forecasting is an important problem in the
machine learning field. Despite the rapid development of
machine learning algorithms, classical statistical methods
are used to solve the problems of this class. Increasingly,
the use of hybrid solutions using neural residual/attention
extended LSTM stack with the classic Holt-Winters statis-
tical model [10] with learnable parameters. In 2020 Ore-
shkin et al. propose N-Beats architecture for interpretable
time series forecasting [6]. The model of this architec-
ture is presented in the Figure 1. The basic building block
of this architecture is a multi-layer fully connected (FC)
network with nonlinearities provided by activation func-
tion ReLU. It predicts basis expansion coefficients both
forward (forecast) and backward (backcast). Blocks are
organized into stacks using the doubly residual stacking
principle. A stack may have layers with shared backcast
and forecast blocks. Forecasts are aggregated in a hierar-
chical fashion, which enables building a very deep neural
network with interpretable outputs.

From the point of ECG signal analysis, the essential part
of the signal for CVDs diagnosis is part around R peak
[8,11], so R peak detection algorithm is used for signal
segmentation. Pan-Tompkin’s algorithm [12] is used for
the R peak detection and segmentation process. Based on
R peak detection, digitized ECG samples are segmented
into a sequence of heartbeats containing precisely 0.7 sec-
onds of an input signal (0.25 seconds before R peak and
0.45 seconds after R peak). This signal is denoted as X4
in Fig. 2. Following the algorithm presented in [8], as part
of Pan-Tompkin’s algorithm, additional information is ob-
tained in the form of X, feature vector containing three
features of heartbeat: X,..[1] is last peak’s interval, X,[2]
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Figure 2. Model of classifier algorithm using LSTM / N-
BEATS network.

is next peak’s interval and X.-[3] is the average duration of
five past and four next intervals. First-in-first-out (FIFO)
memory is used for buffering ten ECG signals, giving min-
imal delay allowing the use of the algorithm in real-time.

Type 2 Daubechies wavelet transform (db2) with four
levels of decomposition is applied to downsampled (by a
factor of two) digitalized ECG samples to capture time and
frequency domain information, resulting in second input
vector X,, = (44, D4, D3, D2, D1).

As shown in Figure 2, both algorithms use two models
(donated as o model and 8 model) consisting of multiple
parallel RNNs that are blended using a multi-layer percep-
tron (MLP) network with two hidden layers. The o model
processes X, and X.., inputs in separate branches con-
sisting of parallel RNNs. Outputs of those branches are
concatenated and used as input for a fully connected neural
network layer (FC) to produce probabilities of all output
classes. In the S model, the principal component analy-
sis (PCA) is used on a downsampled version of X, that
is concatenated with X,,. The result is used as input for
RNNS, and extracted features form the input for FC neural
network layer. Results from both models are blended using
MLP to obtain the final probabilities of output classes.

3. Experiments

In the conducted experiments, we used the N-Beats and
LSTM architectures in the configurations presented in Ta-
ble 4. The experiments were performed for signals consist-
ing of 2, 3, 4, 6, and 12 ECG leads. For tests were taken
only 26 classes, defined by the challenge organizer, which
described 30 heart diseases. The main goals of the research
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were to check the possibility of using the N-Beats model
in the classification process, comparing the capacities of
this architecture with the LSTM architecture, determining
the required number of leads for the correct diagnosis of as
many diseases as possible, and determining the computa-
tional complexity of the analyzed algorithms and their in-
ference times. It was done to determine a solution that will
allow the diagnosis of CVDs while retaining the speed and
low computational capacity needed to use it for real-time
detection on an off-the-shelf wearable device.

Our experiments were conducted on the training data
sets include annotated twelve-lead ECG over 88,000 ECGs
shared publicly [5, 9]. For results comparison, we used
cross-validation techniques. The whole dataset was di-
vided using five folds for the training and testing datasets.
We randomized the validation dataset for each training
dataset to select a number of epoch for the training pro-
cess. For this purpose, we initialized network weights
using frozen seed. We searched for the best number of
epochs for a given training set based on the early stopping
technique and validation dataset. Then, we fixed obtained
number of epochs and trained the model for all training
data in this fold using network weights initialization for
frozen seed. The achieved model was tested by calculating
average accuracy, F-measure, and challenge metric.

Table 1. Average challenge scores (with highest result
and score standard deviation) obtained by LSTM and N-
BEATS on the training data.

Leads LSTM N-BEATS
avg max  stdDev | avg max  stdDev
12 0411 0426 0.012 | 0.247 0.365 0.066

0.360 0.402 0.058 | 0307 0.352 0.061
0.361 0430 0.066 | 0.300 0.358 0.055
0.331 0433 0.099 | 0.265 0.326 0.039
0.359 0416 0.058 | 0326 0.365 0.047

NSRS S o)

As can be seen in Table 1, LSTM achieved the best re-
sults for 12 leads, with a degrading challenge metric score
while decreasing the number of leads. For all tests, ob-
tained results were with minor variation, as shown by low
standard deviation. That means the LSTM model is resis-
tant to the selection of training set. N-BEATS fared much
worse, with a high standard deviation and lower challenge
score for all numbers of leads. Best results (0.326-0.365)
were on par with the average obtained by LSTM for 2-6
leads and below worst result obtained by 12 lead LSTM.
Still, even the worst result achieved with use of N-BEATS
has challenge score above 0.21.

Remark 1: An interesting observation is that adding the
third lead (the chest V2 lead) obtained a lower challenge
metric for nine of the ten splits of the training data while
obtaining the second-best result for the tenth training split.

More investigation and research is required to discover the
reason of mentioned behavior.

Remark 2: There are published official challenge scores
for both tested architectures as in the organizer’s challenge
metric function however they do not reflect real perfor-
mance of our models; a mismatch in outputs formatting
caused an error which ignored float values and returned
the lowest possible score.

The main advantage of the N-BEATS solution compared
to LSTM is low complexity and higher speed, as can be
seen in Table 2. N-BEATS needed on average 20 times
less time to classify given 1-peak sample.

Table 2. Average challenge scores obtained by LSTM and
N-BEATS models on the training data and their average
classification times for one peak.

Leads LSTM N-BEATS
score time(ms) | score time(ms)
12 0.411 3.44 0.247 0.191
6 0.360 3.37 0.307 0.167
4 0.361 2.82 0.300 0.165
3 0.331 2.46 0.265 0.162
2 0.359 2.22 0.326 0.156

As can be seen in Table 3 both accuracy and F-score of
tested models are low. It is because to maximize challenge
metrics, only diseases belonging to 26 classes that were
part of the metric were learned by the networks. Networks
that were learned for all existing classes in the dataset were
penalized by how the challenge metric was calculated and
not presented in the paper.

Table 3. Average accuracy and average F-score for LSTM
and N-BEATS models on the training data.

Leads LSTM N-BEATS

Accuracy F-score | Accuracy F-score
12 0.020 0.270 0.002 0.116
6 0.016 0.243 0.005 0.184
4 0.013 0.224 0.002 0.178
3 0.011 0.209 0.001 0.160
2 0.012 0.237 0.003 0.194

4. Conclusions

In the paper, we analyzed the ability to utilization
N-Beats architecture for multi-label classification task.
Conducted research was focused on the architecture per-
formance and influence of ECG leads reduction for clas-
sification results. Achieved results were compared with
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Table 4. Configuration of LSTM and N-BEATS architectures.

Parameter LSTM o, 1 LSTM o, 2 LSTM B N-Beats o, 1 N-BEATS o, 2 N-BEATS B
inputg; o 12 12 1 12 12 1
hiddeng; . o 17 17 1 17 17 17
My g ers 4 4 1 2 1 1
FC [9197, 128] [2256, 26] [6492, 128] [2256,26]
FCo [128, 26] [128, 26]
BLEND FC [52, 26] [52, 26]

the results obtained from the LSTM. Due to an unexpected
formatting in outputs our entry was scored incorrectly’,
therefore only results from cross-validation are presented.
Based on them, we can say that while LSTM outperforms
N-BEATS in terms of multi-label classification, data set
resilience, and challenge results, N-BEATS, due to its rel-
atively high speed and low complexity model, is a promis-
ing candidate for eventual use in off-the-shelf wearable de-
vices for real-time CVDs detection.
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