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Abstract

In the past few decades heart sound signals (i.e., phono-
cardiograms or PCGs) have been widely studied. Auto-
mated heart sound segmentation and classification tech-
niques have the potential to screen for pathologies in a
variety of clinical applications. However, comparative
analyses of algorithms in the literature have been hin-
dered by the lack of a large and open database of heart
sound recordings. The PhysioNet/Computing in Cardiol-
ogy (CinC) Challenge 2016 addresses this issue by assem-
bling the largest public heart sound database, aggregated
from eight sources obtained by seven independent research
groups around the world. The database includes 4,430
recordings taken from 1,072 subjects, totalling 233,512
heart sounds collected from both healthy subjects and pa-
tients with a variety of conditions such as heart valve dis-
ease and coronary artery disease. These recordings were
collected using heterogeneous equipment in both clini-
cal and nonclinical (such as in-home visits). The length
of recording varied from several seconds to several min-
utes. Additional data provided include subject demo-
graphics (age and gender), recording information (num-
ber per patient, body location, and length of recording),
synchronously recorded signals (such as ECG), sampling
frequency and sensor type used. Participants were asked
to classify recordings as normal, abnormal, or not possi-
ble to evaluate (noisy/uncertain). The overall score for an
entry was based on a weighted sensitivity and specificity
score with respect to manual expert annotations. A brief
description of a baseline classification method is provided,
including a description of open source code, which has
been provided in association with the Challenge. The open
source code provided a score of 0.71 (Se=0.65 Sp=0.76).
During the official phase of the competition, a total of 48
teams submitted 348 open source entries, with a highest
score of 0.86 (Se=0.94 Sp=0.78).

1. Introduction

Cardiovascular disease (CVD) continues to be the lead-
ing cause of morbidity and mortality worldwide with an
estimated 17.5 million people having died from CVD-
related conditions in 2012, representing 31% of all global
deaths [1]. The burden on low to middle income countries
(LMICs) is particularly worrisome, and yet high quality di-
agnostics can be often difficult to obtain in much of these
resource constrained regions [2]. Although ultrasound and
magnetic resonance imaging have displaced auscultation
in the richer economies, heart sound auscultation remains
a stalwart diagnostic of the ambulatory doctor. However,
with patient to doctor ratios as high as 50,000:1 in some
regions of the world, access to expert diagnosis is often
impeded. A potential solution to this is to provide auto-
mated diagnosis on the mobile phone or in the cloud [2,3].

The 2016 PhysioNet/CinC Challenge seeks to create a
large database to facilitate this, by drawing data from mul-
tiple research groups across the world, recorded in differ-
ent real-world clinical and nonclinical environments (such
as in-home visits). The data include not only clean heart
sounds but also very noisy recordings, providing authen-
ticity to the challenge. The data were also recorded from
both normal subjects and pathological patients, providing
a variety of signal sources. The data were also recorded
from different locations, depending on the individual pro-
tocols used for each data set. However, they were generally
recorded at the four common recording locations of aortic
area, pulmonic area, tricuspid area and mitral area [4]. Un-
til the current Challenge, no significant open-source heart
sound database was available for researchers to train and
evaluate the automated diagnostics algorithms upon.

The automated classification of pathology in heart
sounds has been described in the literature for over 50
years, but accurate classification still remains a signifi-
cant challenge. Typical methods for heart sound classifi-
cation can be grouped into: artificial neural network-based



classification, support vector machine-based classification,
hidden Markov model-based classification and clustering-
based classification. The current Challenge aims to en-
courage the development of algorithms to accurately clas-
sify heart sound recordings collected from a variety of
clinical or nonclinical environments as normal or abnor-
mal, and thus to further identify whether the subject of the
recording should be referred on for an expert diagnosis.
In addition, due to the uncontrolled environments, many
recordings provided by the Challenge are corrupted by
various noise sources. Classifications for the heart sound
recordings were therefore three-level: normal (do not re-
fer), abnormal (refer for further diagnostics) and unsure
(too noisy to make a decision; retake the recording).

2. Challenge data

The data for this Challenge is describe in extensive de-
tail in Liu et al. [4]. Briefly, the data consisted of eight
heart sound databases collected independently by seven
different research teams from seven countries, over a pe-
riod of more than a decade. This resulted in a total of
almost 30 hours of recordings containing 233,512 heart
sounds from 116,865 heart beats, in 4,430 recordings taken
from 1,072 subjects.

2.1. Expert labeling

All heart sound recordings were divided into two types
based on expert labelling from the original data contribu-
tors: normal and abnormal. The normal recordings were
from healthy subjects and the abnormal ones were from
patients typically with heart valve defects and coronary
artery disease (CAD). Heart valve defects include mitral
valve prolapse, mitral regurgitation, aortic regurgitation,
aortic stenosis and valvular surgery. All the recordings
from the patients were generally labeled as abnormal. We
do not provide more specific classification for these abnor-
mal recordings.

2.2. Automated and hand corrected signal
quality labels

To facilitate the challengers in training their algorithms
to identify low signal quality recordings, we provided the
signal quality labels. Signal quality was firstly evaluated
using the method described by Springer et al. [5] and then
manually hand-corrected by visual inspection. The record-
ings with poor signal quality (as judged by the researcher
performing the hand correction) were labelled as ‘unsure’.

2.3. Automated and hand correction of seg-
mentation labels

Reference segmentation annotations of the four heart
sound states (first sound S1, systole, second sound S2 and
diastole) were provided for all recordings that were not
labelled as ‘unsure’. The reference annotations were ob-
tained by applying the open source software (provided for
the Challenge) developed by Springer et al. [6]. Subse-
quently, manual review was performed by a single individ-
ual to correct any obvious mistakes.

2.4. Training and test data

For all eight independent heart sound databases, four
were divided into both training and test sets with a 70-
30 training-test split. The other four databases were ex-
clusively assigned to either training or test set. The train-
ing and test sets are two sets of mutually exclusive pop-
ulations (i.e., no recordings from the same subject/patient
are present in both training and test sets). The Challenge
training set (a through f) includes a total of 3,153 heart
sound recordings from 764 subjects/patients and the test
set (b through e, plus g and i) included a total of 1,277
heart sound recordings from 308 subjects/patients. After
the hand correction procedure for the segmentation anno-
tations, there are a total of 84,425 beats in training set
and 32,440 beats in test set. The recordings last from
several seconds to up to more than one hundred seconds.
All recordings were resampled to 2,000 Hz and have been
provided in an uncompressed wav format. Table 1 briefly
summarizes the Challenge data.

3. Example algorithms

The Challenge provided a very simple example bench-
mark classifier that relied on relatively obvious parame-
ters extracted from the heart sound segmentation derived
from the application of the provided open source code by
Springer et al. [6]. First, a balanced heart sound database
(472 abnormal and 472 normal recordings) from the train-
ing set was selected. Springers segmentation code was
used to segment each selected heart sound recording to
generate the time durations for the four states: S1, sys-
tole, S2 and diastole. Twenty features were extracted from
the position information of the four states as detailed de-
scribed in [4]. Then the twenty features were fed to a bi-
nary logistic regression classifier using forward selection
to identify the most useful features. (The ‘unsure’ class
was ignored and the output was therefore ‘normal’ or ‘ab-
normal’.) Seven features were identified as the optimal
number for classification.

In a 10 fold cross validation, a set of 5 features provided
a sensitivity of 0.66, a specificity of 0.77 and a challenge



Database # patients # recordings Proportion of recordings (%) # beats
Abnormal Normal Unsure (after hand correction)

Training-a 121 409 67.5 28.4 4.2 14,559
Training-b 106 490 14.9 60.2 24.9 3,353
Training-c 31 31 64.5 22.6 12.9 1,808
Training-d 38 55 47.3 47.3 5.5 853
Training-e 356 2,054 7.1 86.7 6.2 59,593
Training-f 112 114 27.2 68.4 4.4 4,259
Total 764 3,153 18.1 73.0 8.8 84,425
Test-b 45 205 15.6 48.8 35.6 1,269
Test-c 14 14 64.3 28.6 7.1 853
Test-d 17 24 45.8 45.8 8.3 260
Test-e 153 883 6.7 86.4 6.9 26,724
Test-g 44 116 18.1 81.9 0 2,048
Test-i 35 35 60.0 34.3 5.7 1,286
Total 308 1,277 12.0 77.1 10.9 32,440

Table 1. Summary of the training and test sets used in 2016 PhysioNet/CinC Challenge. Note that there are approximately
two heart sounds for each beat (S1 and S2).

score of 0.71 on the training data. It should be noted that
this was not intended to be a good classifier, or properly
trained, but merely an example set of code to enable a re-
searcher to understand the mechanics of the submission
process. The features were selected as trivially obvious
and the classifier was not cross validated, and only a ran-
dom subset of data were used.

We also implemented a simple unweighted voting algo-
rithm by using the N best performing entries from the com-
petition. We have shown in the past that this tends to give
the highest score in any competition, assuming the weaker
performers are removed.

4. Scoring

The overall score is computed based on the number of
recordings classified as normal, abnormal or unsure. Table
2 details the determination rules.

The modified sensitivity Se and specificity Sp are de-
fined as [4]:

Se =
wa1 ·Aa1

Aa1 +Aq1 +An1
+

wa2 · (Aa2 +Aq2)

Aa2 +Aq2 +An2
,

Sp =
wn1 ·Nn1

Na1 +Nq1 +Nn1
+

wn2 · (Nn2 +Nq2)

Na2 +Nq2 +Nn2
.

where wa1 and wa2 are the percentages of good signal
quality and poor signal quality recordings in all abnormal
recordings respectively, and are used as weights for calcu-
lating Se, wn1 and wn2 are the percentages of good sig-
nal quality and poor signal quality recordings in all normal
recordings respectively, and are used as weights for calcu-
lating Sp.

The overall Challenge Score is then given by:

MAcc =
Se + Sp

2

Reference Weights Entry’s output
label A (1) U (0) N (-1)
A, clean wa1 Aa1 Aq1 An1
A, noisy wa2 Aa2 Aq2 An2
N, clean wn1 Na1 Nq1 Nn1
N, noisy wn2 Na2 Nq2 Nn2

Table 2. Rules for determining the classification result. A:
abnormal, U: unsure, N: normal.

5. Results, Discussions & Conclusions

A total of 348 open-source entries were submitted in the
Challenge by 48 teams. Table 3 provides a breakdown of
the top scoring entries ranked by MAcc. Although there
is very little performance difference between the top three
entries (in terms of the MAcc, we note that highest scoring
entry by Potes et al. had a particularly high Se, and modest
Sp. We also note that Potes et al. had the second highest
overall Se. (The highest Se was 0.9633, but with a low
Sp = 0.5589 and MAcc=0.7611, ranking 34th.) The third
highest Se was as low as 0.8848, ranking 5th. Rubin et al.
produced the highest Sp (0.9521), but with a relatively low
Se of 0.7278 and an 8th place ranking. For an application
which is forwarding subjects for further screening, as long
as the resources can cope with the false positive rate, a
higher sensitivity is perhaps best. However, the 2nd, 3rd
and 4th contestants provide a good balance between Se



Rank Entrant Se Sp MAcc Method note
1 Potes et al. 0.9424 0.7781 0.8602 AdaBoost & CNN
2 Zabihi et al. 0.8691 0.8490 0.8590 Ensemble of SVMs
3 Kay & Agarwal 0.8743 0.8297 0.8520 Regularized Neural Network
4 Bobillo 0.8639 0.8269 0.8454 MFCCs, Wavelets, Tensors & KNN
5 Homsi et al. 0.8848 0.8048 0.8448 Random Forest + LogitBoost
6† Maknickas 0.8063 0.8766 0.8415 Unofficial entry - no publication
7 Plesinger et al. 0.7696 0.9125 0.8411 Probability-distribution based
8 Rubin et al. 0.7278 0.9521 0.8399 Convolutional NN with MFCs
17† Voting of top N=38 algorithms 0.7120 0.9015 0.8068 Simple mode
43† Sample entry 0.6545 0.7569 0.7057 See section 3

Table 3. Final scores for the top 8 of 48 entrants, the example algorithm provided and a simple voting approach. Best per-
formances of competition entrants are in bold. † denotes an unofficial entry. MFCC = Mel Frequency Cepstral Coefficients.
NN = Neural Network. SVM = Support Vector Machine. CNN = Convolutional NN. KNN = K Nearest Neighbors.

and Sp with only a 1.5% difference between them. A 2%
spread exists between the top eight entrants.

Interestingly a voting algorithm was unable to beat 16 of
the 48 contestants best entries. Using the N=38 best per-
forming final independent entries ranked by the MAcc on
the validation data results (not the hidden test data), a mod-
erate score was achieved. In past competitions we have
generally observed even a simple voting approach beats
the best algorithm. In this particular case, the failure may
be due to the fact that the training results were not rep-
resentative of the algorithms performance on the test set.
Moreover, a voting approach with features may lead to a
far superior accuracy.

Finally, we note that the sample algorithm performed
equally well on the training and test data. However, when
stratifying by patient database, and performing a leave-
one-database-out cross validation on the training data, the
score varied between 0.47 on training set b and 0.86 on
training set c, with a mean± 1SD of 0.59±0.15 across all
training databases. This illustrates how hard it is to train
an algorithm for new datasets with unseen recording con-
ditions. The hidden test data contained two completely un-
seen databases (g and i).

In conclusion, the database provided for this Chal-
lenge represents the world’s largest open access heart
sounds database. We refer the reader to Phys-
ioNet.org/challenge/2016 and our extensive documenta-
tion and online supplements from Liu et al. [4] for more
details on the data and Challenge.

We also note that the database and algorithms are only a
starting point. We hope to see the database grow and im-
prove over time, particularly in response to the Challenge.
A special issue in the journal Physiological Measurement
will follow this competition and provide a forum for an
extended editorial which will discuss the methods and re-
sults in more detail, provide the opportunity for entrants to
revise their algorithms in light of other participants’ meth-
ods, and address issues within the data.
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